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Abstract

The current market for robots in domestic environments is growing nowadays. Robots are
expected to do simple household tasks to help people release themselves from their personal
jobs. While industrial robots are said to compete with humans, as one of the serious reasons
that cause job losses from workers, domestic robots are strongly supported because of the
purpose of unleashing human labor. However, in order to do these simple tasks, robots need
to complete a lot of related sub-tasks such as knowledge, understanding of the environment,
decision making, learning strategies, and various human behaviours. Reinforcement Learning
(RL) is an area of machine learning where an agent interacts with the environment to find
an optimal policy to perform a particular task. The agent tries to learn how to maximise the
obtained reward by choosing the best action in every time step. It is recently widely used in
robotics to learn about the environment and acquire behaviors autonomously. DeepRL in-
cludes Reinforcement Learning (RL) with neural networks approaches, to solve the problems
in continuous action-state spaces and more complex real-world domains. Moreover, interac-
tive feedback, where an external trainer or expert gives the advice to help learners choosing
actions to speed up the learning process, will be also included in the DeepRL approach for
speeding up the learning process by including a trainer providing extra information to the
robot in real time. However, current research has been limited to interactions that offer
actionable advice to the state of the agent only. Additionally, the information is discarded by
the agent after a single use that causes a duplicate process at the same state for a revisit. In
this paper, we present BPA, a broad-persistent advising approach that retains and reuses the
processed information. It not only helps trainers to give more general advice relevant to sim-
ilar states instead of only the current state but also allows the agent to speed up the learning
process. We test the proposed approach in two continuous robotic scenarios, namely, a cart-
pole balancing task and a simulated robot navigation task. The obtained results show that
the performance of the agent using BPA improves while keeping the number of interactions
required for the trainer in comparison to the DeepIRL approach.
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Chapter 1

Introduction

1.1 Motivation

Robot development has been achieved big steps of improvement and gains more attention
in recent years. This success does not only come from industrial areas where robots are
gradually replacing humans [16], but also known in the domestic areas. Their presence in
domestic environments is still limited, mainly due to the presence of many dynamic variables
[15] and safety requirements [37]. Intelligence robots in the future should be able to know
and detect users, learn action objects, select opportunities, and learn to behave in domestic
scenarios. To successfully perform these complex tasks, robots face many challenges such
as pattern recognition, navigation and object manipulation all in different environmental
conditions. That is, robots in the domestic environment need to be able to continuously
acquire and learn new skills.

Reinforcement Learning (RL) is a method applied for a robot controller in order to learn
optimal policy through interaction with the environment, through trial and error [36]. The
policy defines which action the agent should take when it is in a certain state. With the
current policy, after the agent tries to select and execute an action, it will receive a reward
signal provided by the reward function defined in advance by the environment designer. This
reward reflects the quality of the actions performed by the agent and then the policy will be
updated after doing these steps. The final goal is to learn a policy that maximises the total
cumulative reward.

DeepRL is an alternative based on the RL structure but also adds Deep Learning (DL) to
supply the function which approximates the value of state in continuous action-state spaces.
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DeepRL combines the advantages of DL with RL and can realise the end-to-end autonomous
learning and control with the raw high-dimensional environment input information that is
mapped to the behaviour actions in real-world domains [19].

The applying of using RL in the context of domestic robots has also been surveyed in the
full context of scenarios with different learning algorithms like Q-learning and SARSA with
exploration strategies like ε-greedy, softmax, VDBE, and VDBE-Softmax [15]. The result
showed that there is great potential for using RL in robots. Especially, Deep Reinforcement
Learning (DeepRL) has also achieved promising results in manipulation skills [40, 31], and
on how to grasp as well as legged locomotion [21]. However, there is an open issue relating to
the performance in the RL and DeepRL algorithms, which is the excessive time and resources
required by the agent to achieve acceptable outcomes [13, 3]. The larger and complex the
state space is, the more computational costs will be spent to find the optimal policy.

Among of different approaches to speed up this process, there is one promising method
named Interactive Reinforcement Learning (IRL) that can improve convergence speed and
has shown its feasibility. IRL allows a trainer to give advice or evaluate a learning agent’s
behaviour [11]. There are two techniques to giving advice in IRL. First, reward shaping uses
which is additional rewards used to guide the agents and it has shown that can accelerate the
learning process [30]. However, it may create a different scenario compare with the context
of the target. The solution for the context with reward shaping no longer as same as for
context without reward. Second, policy shaping tries to maximise the information gained
from human advice feedback by using it to modify policy. It can work more effectively with
unusually and inconsistently human feedback in the real world [20]. Combining IRL with
DeepRL gives a model of Deep Interactive Reinforcement Learning (DeepIRL) which can be
used in continuous space with improved learning speed [29]. The approaches using external
trainers allow the learning agent to archive more rewards, faster learning time as well as fewer
mistakes in comparison to the traditional DeepRL approach. However, current techniques
using DeepIRL allow trainers to evaluate or recommend actions based only on the current
state of the environment. The advice from the trainer has discarded causes by the agent after
a single use, which leads to duplicate processes at the same state for reuse.

On the other hand, persistent advice is a new approach [6] to speed up the learning process
by retaining the value from human advice for the next revisit of the state and using policy
shaping. Then, the performance of the agent may be improved and the number of interactions
in the learning process also appreciably reduced. Although persistent advice is a promising
approach at the current, it has been only used on discrete domains like mountain car and
self driving car experiments.

Recent advances in the field of domestic robots mentioned above together with their current
limitations are the motivation of this thesis. We want to give agents running on DeepIRL
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environments the ability to remember the advice and reuse it in the future of decision making.

1.2 Objectives

In this thesis, we explore approaches by combining persistent feedback with DeepIRL tech-
niques. We expect to further improve the learning performance of the agent and facilitate a
new method that can apply to continuous domains. We wanted to dig into Deep Interactive
Reinforcement Learning (DeepIRL) domain and find answers to these research questions:

– Is possible to extend the persistent IRL approach to continuous representation?

– To what extend can persistent feedback speed up the learning process in continuous
RL scenarios?

These questions will be addressed in this document throughout the investigation and exper-
iment about the combination of deep reinforcement learning model and persistent feedback
in domestic robots environment. This work introduces the Broad-persistent Advising (BPA)
approach for DeepIRL to provide the agent a method for information retention and reuse of
previous advice from a trainer. This approach includes two components: broad advice and
persistent advice. In this article, we used k-means algorithm and Probabilistic Policy Reuse
(PPR) for each component, respectively. Agents using the BPA approach have better results
than their non-using counterparts while keeping the number of interactions required for the
trainer.

1.3 Structure

The present thesis is organised into four main parts, each one of them is described as follows:

• Introduction: This is the current chapter which briefly describes what motivates this
thesis, states the problem along with defining the main research questions, and shows
a short brief about contribution as well.

• Literature Review: We introduce the background knowledge which is needed to under-
stand the state of the art and related research around it as well. All of the knowledge
will be used throughout the development of the work.

• Research Design: In this chapter, we present the methodology to solve the problem
and research questions. This method includes environment setup a domestic scenario
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for the robotic agents, implement interactive feedback, the criteria for verifying the
results, and project risk as well.

• Artefact Development Approach: We describe in detail the proposed Broad-persistent
Advising (BPA) that includes a generalisation model along with a persistent approach
to answering the research question: Is possible to extend the persistent IRL approach
to continuous representation?. We built a generalisation model to solve the problem of
applying the persistent approach to continuous domains.

• Empirical Evaluation: We present the above experimental results presented in the
research plan chapter to test the effectiveness of the BPA approach. The presentation
and explanation will be discussed in each experiment.

• Conclusion: This chapter summarises the contributions of this thesis, discusses some
of the research limitations, and identifies some potential topics for further research.
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Chapter 2

Literature Review

2.1 Reinforcement Learning Introduction

We introduce the area of RL in general before looking at the definition of further technique.
RL is a branch of machine learning in which artificially intelligent agents learn behaviours
by interacting with their surroundings [36]. Reinforcement learning tools learn through trial
and error by repeatedly interacting with the surrounding environment and learning which
actions do and which actions will not produce the expected results. The main idea is inspired
by nature itself and based on the learning methods of humans and animals [32]. In cognitive
beings, there is a tendency to reapply good behavior, otherwise, there is a tendency to avoid
negative behavior in the future. Reinforcement learning was first introduced by psychologist
B. F. Skinner [35] in behavioral psychology. Many decades later, reinforcement learning has
expanded to computer sciences that provide agents to receive digital rewards based on the
value of their actions. The goal of the agents is to maximise the digital return that they
get from interacting with the environment. Figure 2.1 shows the traditional learning loop
between an RL agent and its environment.

The three basic components ofRL are states, actions, and rewards. A state is a collection
of observable information at a specific point in time. For example, in the environment of
a movement for a robot, the robot is considered an agent. State information may include
speed, position, nearby obstacles are described through the robot’s front camera. In general,
state space is also known as environment information that is the collection of all things that
a robot or agent can receive or encounter at a certain point in time.

An action is performed by the agent that has an impact changes on the environment. The
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Figure 2.1: Reinforcement Learning framework. At state st, the agent performs action at
and obtaining reward and reaching the next state st+1.

agent chooses an action depending on the information provided in the current state. For
example, after detecting an obstacle in front, the robot can turn left, turn right to avoid, or
continue to go straight to hit that block. The action space is a collection of all actions that
the agent can perform at a point in time. The action space may differ from the current state
to the next state.

At any point in time, the agent monitors the environment and uses state information to
decide what action to take. After completing this step, the agent will take a new snapshot
of the environment (new states and rewards). The reward is used for measuring the benefits
of previous actions to the goal. The agent’s goal is to learn which action is optimal for each
state. The agent’s policy or behavior is the way to choose action at each state. The optimal
strategy or optimal policy that will lead to yields the most long-term profit, even if it has to
do some action that incurs temporary penalties.

In the RL setup, a machine learning algorithm-controlled agent observes a state st from its
environment at timestep t. In state st, the agent communicates with the environment by
performing action at. Then the agent moves to a new state st+1 and receive reward rt+1 as
feedback from environment based on the previous state and the chosen action. Therefore,
the reward collected by policy π at timestep t is shown in Equation (2.1). Where rt is the
reward at timestep t. The discount rate γ stands for the importance of rewards in the future.
The agent’s aim is to find out a policy π that maximises anticipated profit (reward).

rt + γrt+1 + γ2rt+2 + ... =
∑
k=0

γkrt+k (2.1)
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The special advantage of RL lies in the ability to learn without prior information. RL methods
make it possible to learn complete and accurate behaviors without the agent having prior
knowledge of environmental dynamics or required behaviors [4]. It differs from the supervised
learning method in that it does not require clear and correct examples to learn behaviour,
but instead uses a reward function to influence the learned behavior.

2.1.1 Marcov Decision Process

Reinforcement Learning is appropriate for studying tasks that may be modelled as Markov
Decision Processes (MDP) [36]. An MDP is specified by the tuple (S,A,T ,R, γ) where:

• S is a finite set of states in the environment,

• A is a set of actions available in each state,

• T is the transition function T : Sn × A → Sn+1,

• R is the reward function R : S × A → R, and

• γ is a discount factor which is 0 ≤ γ ≤ 1

As mentioned above, the agent perceives the current state st ∈ S at timestep t and chooses
an action At ∈ A to execute it. The environment returns the reward Rt = R(St, At), and the
agent will change to the state st+1 = T (st, at). The goal of the agent is to learn the mapping
state, which is the policy π: S → A, which can maximise the expected benefits from the
environment. Therefore, the equation (2.1) can be denoted as follows:

Qπ(st, at) = rt + γrt+1 + γ2rt+2 + ... =
∑
k=0

γkrt+k (2.2)

where Qπ(st, at) is the accumulated reward by following the policy π from an initial state
st. γ is a constant value in range 0 ≤ γ ≤ 1, that defines the relative value of immediate
rewards compared to potential rewards in the future. When γ = 0, the agent is short-sighted
and only seeks to optimise immediate rewards. When γ reach to 1, the agent will be more
foresighted and consider future returns.

Otherwise, there is an indicator named learning rate α, 0 ≤ α ≤ 1 which defines the step size
for the agent’s optimisation in an RL agent. The agent will learn faster if the learning rate
is higher, but the resulting behaviour may not be optimal. Small learning speeds will result
in optimal behaviour, but it will take a long time to achieve. In almost all agents, a constant
or decaying learning rate is sufficient.
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2.2 Deep Reinforcement Learning

2.2.1 Deep Learning

Deep learning is a type of machine learning technique that employs an artificial neural network
to turn a collection of inputs into a set of outputs. A study [25] has shown that deep learning
technology usually uses supervised learning with labeled data sets, which can process complex
and multi-dimensional original input, such as images. In deep learning, the term ”deep” refers
to the amount of layers in the network that the data is transformed into. Figure 2.2 below
represents an example of a basic artificial neural network that has one hidden layer.

Input
Layer

Hidden
Layer Output

Layer

Simple neural network

Figure 2.2: An example of a basic artificial neural network. The input has two attributes, go
through a hidden layer with three nodes and come to the output layer.

Each neuron has three main parameters: the input data, the output data and the activation
function. The neurons of the input layer receive information. The data from the previous
layers is passed on to the layers that follow. The activation function transforms input data
to output data. Each of these connections between neurons is assigned a weight w that
represents the importance of the connection that corresponds to the final result. Figure 2.3
below shows the simple architecture of neural network with input, output and activation.
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Figure 2.3: The simple architecture of a neural network. Neural network tries to trans-
form from a screenshot image into the next action need to perform for playing Mario game
automatically.

After calculating the output with inputs and initial weights, an error function known as the
Loss Function is used to define how far the outcome is from the actual value. Then we update
each network weight in such a way that the Loss Function is minimised.

Among various deep learning models, the most famous architecture is Convolutional Neural
Network (CNN), which is a type of artificial neural network. Since surprising results were
presented in recognition competitions [34], it has been the dominant technology for computer
vision problems.

2.2.2 Deep Learning with Reinforcement Learning

In conventional RL algorithms, most of the time, are only considered MDP with discrete
states and actions space. However, in many real-world applications, the state space is not
really discrete, but rather a continuous domain [17]. Therefore, to be usable in the continuous
state space, neural networks are also considered as function approximators that are especially
useful in RL when the state space or action space is too broad to fully comprehend [28]. Neural
nets can discover ways to map states to values in this way. When the problem state space is
too big or considered as continuous space, we cannot use a lookup table to store and update
all possible states and actions. In that case, one alternative is to train a neural network with
samples from the state and the environment and expect them to predict the value of the next
action as our target in RL.

We will take an example about a deep learning agent which is shown in Figure 2.4. A CNN
will rate the acts that can be performed in a given state given an image of the environment.
It may predict that running right will return 1 point, jumping will return 2, and running left
will return zero.
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Figure 2.4: An example of what a policy deep learning agent map a state to the best action.

More formally, we use a neural network to approximate the optimal action-value function
which is the maximum sum of rewards in Equation (2.3)

Q∗(st, at) = max
π

(E[
∑
0

γkrt+k|st = s, at = a, π]) (2.3)

A vast variety of recent advanced robot applications have been accomplished using deep
reinforcement learning to teach agent complex activities including cube play [2], ambidextrous
robot gripping [40], categorised objects [29] and cleaning table task [12]. For instance, Cruz
et al. [12] used an associative neural architecture to learn the available action possibilities of
agents with the objects in the current context. Levine et al. [26] proposed a learning-based
approach to hand-eye coordination for robotic grasping from monocular images using a large
CNN to learn the way to grasp objects.

2.3 Interactive Reinforcement Learning

Reinforcement Learning, like other machine learning approaches, has a problem learning in
large state spaces. The agent’s training time increases significantly and making finding a
solution become impractical [8]. Interactive Reinforcement Learning (IRL) is an extension
of RL which motivates to scale up the agent problems and improve the training speed by
using external information. The human knowledge will be transferred to agent by guidance
while retaining the advantages of RL. In Interactive Reinforcement Learning (IRL), there is
an external trainer involved in the agent’s learning process [11]. Figure 2.5 depicts the IRL
solution, which includes an advisor who observes the learning process and offers guidance on
the way to improve decision-making [22]. The advisor can be an expert human or an artificial
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Figure 2.5: The involvement of external trainer to the traditional reinforcement learning
process. At state st, the agent performs action at and obtaining reward rt+1 and reaching
the next state st+1 in conventional RL. In IRL model, the involvement of an external trainer
gives the agent more options to chose which action to perform next in the following iteration.

Adaptive agent behaviour is needed in domestic environments. IRL enables a parent-like
tutor to facilitate learning by providing useful guidance in some particular situation, allowing
the apprenticeship process to be accelerated. In contrast to an agent exploring completely
autonomously, this makes for a smaller search space and hence quicker learning of the mission
[14].

When operating alone, the next step is chosen by selecting the better known action at the
current time, defined by the highest state-action pair. While IRL accelerates the learning
process by incorporating additional guidance into the apprenticeship loop. Using IRL, a
trainer with prior experience of the target goal is required [39].

There is a difference between the two main methods dedicated to feedback learning: reward
shaping and policy shaping. While in the reward shaping, external trainers can assess the
quality of the actions performed by the RL agent, as good or bad [39]. Using policy shaping,
the actions proposed by the RL agent can be replaced by more appropriate actions selected
by the external trainer before implementation [9].

An open problem that can significantly affect the agent’s performance is inaccurate advice
from the trainer [11], since lack of accuracy and repetitive mistakes will result in a longer
training time. Human advice, on the other hand, is not 100% correct [5]. When an advisor
gives so much guidance, the agent will have limited experience in exploration because the
trainer makes almost all of the decisions [38]. To address the problem, a prior study [6]
applied to the agent a strategy of discarding or refusing advice after an amount of time,
endowing an agent with the ability to work with potentially incorrect information.
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Chapter 3

Research Design

With the goal of solving the research questions and assessing the recommended techniques,
we describe the research methodology in detail as follows.

3.1 Problem Statement

Deep Interactive Reinforcement Learning (DeepIRL) includes Deep Reinforcement Learning
(DeepRL) and interactive feedback from an external trainer or expert giving advice to help
learners choosing actions to speed up the learning process. However, current research has
been limited to interactions that offer actionable advice to only the current state of the
agent. Additionally, the information is discarded by the agent after a single use that causes
a duplicate process at the same state for a revisit. The aim of the project is to retains and
reuses the processed information in continuous environment. It not only helps trainers to
give more general advice relevant to similar states instead of only the current state but also
allows the agent to speed up the learning process.

3.2 Review and Analysis Existing Approaches

A thorough analysis of the theoretical context and recent studies conducted relating to top-
ics of Reinforcement Learning, Deep Learning, Deep Reinforcement Learning, Interactive
Reinforcement Learning and persistence feedback. This work is done in chapter 2
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3.3 Environment setup

3.3.1 Cart pole gym environment

The deep reinforcement learning environment is implemented using the well-known library
of AI gym environments [7]. First, we build the Cart Pole environment. In this environment,
there is a pole that is attached to the cart. The carriage can move by applying force to the
left or right. The purpose of this problem is to prolong the time while avoiding the pole
falling down. The terminal condition is that the pole deviates more than 12 degrees from
the vertical or the wagon moves 2.4 units from the center. The cart pole MDP is defined as
follow:

• State: The state vector has a continuous representation with four attribute which is as
follows

– The cart position on the track with a range from -2.4 to 2.4

– The cart velocity along the track with a range from -inf to inf

– The pole angle with a range of -24 degrees to 24 degrees

– The pole velocity at the tip with a range of -inf to inf

• Action: The cart can perform two actions on the track: go to left or right.

• Reward function: Reward is 1 for every step taken, including the termination step

Figure 3.1 below denotes a graphic of the Cart Pole in the AI-gym environment.

Figure 3.1: A graphical representation of the Cart Pole environment. The goal is to keep
the pole balanced while applying forces to the carriage. The terminal condition is that the
pole deviates more than 12 degrees from the vertical or the wagon moves 2.4 units from the
center.
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This is a continuous environment, we build a simple neural network consisting of two dense
layers to learn optimal policy. Each layer has 24 fully connected nodes. The input layer has
four nodes that represent four attributes in state space. The output layer has two nodes
corresponding to two actions: go left and go right. The network architecture is described in
Figure 3.2.

Input Layer ∈ ℝ⁴ Hidden Layer ∈ ℝ²⁴ Hidden Layer ∈ ℝ²⁴ Output Layer ∈ ℝ²

Figure 3.2: A neuron architecture architecture with input 4 node, two dense full connected
layers 24 nodes, and 2 nodes at the output

3.3.2 Domestic robot environment

Additionally, we also build an environment for domestic robots using Webots. In this envi-
ronment, the goal is to train the robot to go from the initial position to the target position.
Figure 3.3 denotes a graphic of our experimental environment in Webots.

The robot is equipped with distance sensors on its left and right eyes. The robot is completely
unaware of its current position in the environment. The robot can only choose one of three
actions: go straight at 3m/s, turn left, or turn right. At each step, the robot will be deducted
0.1 points if it uses the action of turning left or right, no points will be deducted if it chooses
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Figure 3.3: A example of Webots environment with initial position and final position. The
robot has goals to go from initial position to final position while avoiding obstacles. The
robot will be returned to its initial position after any collision.

to go straight. This is to optimise the robot’s straight movement and avoid the robot running
in circles by turning left or right continuously. The robot is equipped with a few touch sensors
next to it, to detect the collision with the environment. The robot will be returned to its
initial position and receive 100 penalty points every time it collides on the way. The robot
does not know where the touch sensor is located relative to itself, the only information it
receives is whether it is a collision with obstacles or not. When the robot goes to the finish
position located in the lower right corner of the environment, the robot is considered to
complete the task and be rewarded with 1000 points.

To decide on the next action the robot will choose, the robot’s supervisor will use the image
taken from the top of the environment to enter the Convolutional Neural Network (CNN)
system to decide. The CNN system built in this environment will be a system whose input is
64x64 image RGB channels. This architecture is inspired by similar networks used in other
DeepRL works [29, 23]. In more detail, we use 4 kernels with size 8x8. The second layer is
8 kernels with size 4x4, and the last layer convolution is 16 kernels with size 2x2. Following
each convolution network layer is a 2x2 max-pooling layer. Finally, there is a flatten and
dense layer with 256 neurons fully connected with the output layer. The network architecture
is described in Figure 3.4.

The environment MDP is defined as follow:
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1 x 1 x 1024 1 x 1 x 256

convolutional layer
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Figure 3.4: CNN architecture with 64x64 RGB image as input, group of three convolution
layers, three max-pooling layers, two dense full connected layers, and a softmax function at
the output

• State: RGB image size 64x64 taken from the top of the environment.

• Action: Three actions: go straight at 3m/s, turn left, or turn right

• Reward function: Turn left, right: -0.1; Go straight: 0; Collision: -100; Reach to final
position: 1000

3.4 Interactive feedback

While the interactive agent’s human-related approach to learning is one of its greatest
strengths, it may also be its greatest weakness [1, 10]. Advice with good accuracy given
in the proper time will help the agent a lot in speeding up the speed of finding the optimal
solution. However, in the case when the agent only gives advice with low accuracy and in
high frequency, that not only does not help the agent but also brings it to a dead road and is
much more time-consuming than no interaction situation. Furthermore, human experiments
are costly, time-consuming, have problems of repeatability, and can be difficult to recruit
volunteers. Therefore, during the early stages of the agent, we suggested that simulating
human interactions would be much more convenient.

Each use case of the simulated user will have different advice’s accuracy and frequency.
Accuracy is a measure of the precision of advice provided by an advisor. When the advisor’s
precision is high, the action would be proposed precisely as the advisor’s knowledge of the
environment. On the contrary, the advisor would propose not optimal action based on how it
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knows about the environment. Frequency is the availability of the interaction of the advisor
at the given time step. The higher frequency, the advisor has more rate for giving advice
to the agent. Accuracy is a measure of the precision of advice provided by an advisor.
When the advisor’s accuracy is high, the action would be proposed precisely as the advisor’s
knowledge. On the contrary, the action proposed is different from the advisor’s knowledge.
Accuracy and frequency of three kinds of agents are used with value described in Table 3.1.
Optimistic simulated agents have 100% accurate advice and always provide advice on every
time step. Realistic simulated agents use accuracy and frequency value from results in a
human trial [5, 6]. The pessimistic value of frequency is 0%, however, it works the same as
in the case without interactive feedback. Therefore, we use half of the realistic value for the
case with the least interaction of the advisor. The accuracy and frequency value advice is
beyond the scope of this study.

Agent Frequency Accuracy
Pessimistic Advisor 23.658% 47.435%
Realistic Advisor 47.316% 94.87%
Optimistic Advisor 100% 100%

Table 3.1: The three simulated users designed for the experiments. These users will are
not intended to be compared against each other, rather than comparing with persistent
counterpart

Experiments are performed for each case and the indicator of how accumulated reward can
achieve the optimal policy will be recorded to compare the result between many approaches.
The more reward the agent takes, the better result of the method is. The concept of persistent
feedback and the detailed description that needs to be used for experiments will be described
in the following chapter, Chapter 4.

The experiment is used to test the effectiveness of applying the persistent model to the
DeepIRL algorithm. Therefore, the results of the algorithm running due to the three types
of agents created in Table 1 are not intended to compare against each other, rather than
compare with their non-persistent counterparts. The test results after running, the solution
will be displayed in the form of a graph. Based on that to determine whether persistent agents
learn faster, have fewer interactions, or are worse off than non-persistent. Then, conclusions
can be drawn about the effectiveness of the new method.
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3.5 Project Risk

Risk Potential Detail Mitigation

Identify the scope
of thesis

Sometimes, the scope of the
thesis is significantly extended
beyond its initial limits during
redaction. This risk depends
on the student experience

The student should follow the
general plan of the thesis has
been agreed upon with the su-
pervisor.

Misallocation of
time resources

Students do not allocate their
time appropriately followed
the plan

Students should often talk to
their supervisors about what
they are interested in and what
they are doing to have timely
appropriate intervention from
their supervisors.

Physical and Psy-
chological

Including physical discomfort,
pain, injury, illness or dis-
ease or anxiety, depression.

Students should pay attention
to stay healthy in order to
achieve good academic result

Tool using adapt-
ability

Not familiar with using tools of
robot simulators

Students take time for under-
standing how to use it in ba-
sically, need to schedule care-
fully

3.6 Ethics

This is a robot-related project, the information the robot stores is data created by itself about
its actions and surrounding environments, so do not minimise it ethically. What we need to
be concerned about is data from actually, if there are people involved, there much more to
take care about interacting with robots. We need to ensure the data we collect and store do
not contain any sensitive information which not reveal any information to identify people, or
potential harm to humans. Moreover, it is necessary to ensure that the data storage place is
only internally, not public to avoid unwanted harm. In the other hand, in the future regarding
the application of this research and the booming of research about domestic robots, there
will be more new robot laws coming, and moreover, the robot will be connected to the smart
home ecosystem. Robots can be share with the system to get more information about user
behaviours, which can be harmful if exploiting data.
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Chapter 4

Artefact Development Approach

This chapter continues the discussion of the approach described in the research design section.
While including the rationale and the specific research procedure that supported the study,
this chapter also includes a description of the methods and procedures used to develop a
minimum-viable artefact to find the answer to the research question. In this section, we give
more details about the proposed Broad-persistent Advising (BPA) approach that includes a
generalisation model along with a persistent approach. These details are described next.

4.1 Persistent Advice

4.1.1 Probabilistic Policy Reuse

Probabilistic Policy Reuse (PPR) is a learning strategy used in reinforcement learning to
enhance training speed with guidance from previously learned similar policies [18]. At every
step, the learning agent needs to balance between three choices: past policy, exploitation
of the new policy being learned, or random unexplored actions. Reusing a previous policy
necessitates integrating past policy knowledge into the current learning process. We call
Policy Library to the set of past policies as follow L = {π1, π2, ..., πn}. Each policy πi ∈ L

solves a task at a certain state si with an action ai. The goal of the π—PPR technique is
to balance random exploration, exploitation of previous policies, and exploitation of the new
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policy that is presently being learnt, as represented by Equation 4.1

at =

πpast(st) with probability ψ

ε− greedy(πnew) with probability 1 - ψ
(4.1)

The π—PPR strategy uses the past policy with a probability of ψ. However, with a proba-
bility of 1 - ψ, it exploits the new policy. Obviously, random exploration is always required,
so when exploiting the new policy, it follows an ε-greedy strategy. As aforementioned, there
is an issue relating to inaccurate advice. After a certain amount of time, a mechanism for
discarding or ignoring advice is needed. Therefore, the value of ψ decay in each trial to deal
with this problem. The flow PPR used in this work is present in Algorithm 1

Algorithm 1 PPR in RL algorithm
1: for all (episodes) do
2: Initialise environment with st

3: for all (step) do
4: With a probability of ψ, a = πold(s)

5: With a probability of 1− ψ, a = ε-greedy πnew(s)
6: Update πnew(s) to policy library
7: Update ψ with new value decayed
8: Perform action a

9: Observe next state s′

10: end for
11: end for

4.1.2 Persistent Advice for IRL

A recent study [6] suggests a permanent agent that records each interaction and the cir-
cumstances around particular states. The actions are re-picked when the conditions are met
again in the future. As a consequence, the recommendations from the advisor are used more
effectively, and the agent’s performance improves. Furthermore, as the training step is no
need to provide advice for each repeated state, less interaction with the advisor is required.
However, in this experiment, we limit the research to keeping the same number of interactions
to the trainer to investigate the effectiveness of our approach in continuous domain.

Figure 4.1 denotes an example of IRL using PPR. The advising user has the opportunity
to engage with the agent at each time point. When there is an interaction, the model is
updated. At the time advice is firstly recommended, it is assumed that the agent will carry
it out the suggested action, regardless of the setting of PPR. PPR is used the time step when
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the agent did not receive advice from the trainer, which flow is denoted by red arrows. First,
the agent’s policy is examined to see whether any advice is applicable to the existing state.
If the current policy suggests an action, the action is taken with the determined by the PPR
selection policy.

PPR is used where an agent chooses an action in a time step where the user has not recom-
mended a prior action, which is denoted by red arrows. First, the agent’s policy is examined
to see whether any advice is applicable to the existing state. If the current policy suggests a
action, the action is taken with the determined by the PPR selection policy.

Agent Trainer

Agent’s action

Recommend an action

PPR

Environment

States, rewards

Update current PPR 
system with trainer 
recommended action

Take 
recommended 
action

Ask for 
advice at 
the state

Figure 4.1: Process flow of an interactive reinforcement learning agent using PPR system.
After receiving advice from the trainer, the agent will store the action into the PPR model.
In the iteration not receiving advice from the trainer, the agent will check and reuse the old
advice (red arrows) from the past.

4.2 Broad Advice

4.2.1 Broad Advice for Large State Space

To use PPR, we need a system to store the used pairs of state-action. When the agent arrives
at a certain state at a time step, agents using PPR need to check with the system if this
state has been suggested by the trainer in the past. If there is advice in the memory of the
model, the agent can use the option to reuse the action. However, there is a problem when
using PPR in infinite domains. We cannot build a system that stores state-action pairs with
infinite state values. In addition, when the amount of state becomes too large in space, which
is equivalent to infinity, the possibility that agents revisit exactly the same state will be very
small. Therefore, building this model will become cumbersome and inefficient in large spaces.

BPA includes a model for clustering states and then building a system for cluster-action pairs
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instead of traditional state and action pairs. The proposed model is shown in Figure 4.2.
When the agent receives current state information from the environment and it does not
receive any advice from the trainer, the agent will use PPR by injecting the state into the
generalisation model and defining its cluster. Then proceed to consider whether any advice
pertains to the current cluster. If there is an action recommend in the past, the agent can
reuse it with the PPR selection probability, or use default action as ε-greedy.

Agent

Generalise model

States in 
continuous form 

PPR
(cluster-action pairs)

Clusters

Environment

Figure 4.2: Broad advice transform continuous states into finite clusters. Hence, the state-
action pair becomes cluster-action used in the PPR model.

The generalisation model we use in this paper is the k-means algorithm. k-means is one of the
most popular clustering methods [33]. k-means is simple to implement, and its complexity
scales well with a higher number of data. However, the user must decide on the number of
clusters beforehand [27]. We used the elbow technique which is described in next section.

4.2.2 Elbow Method

The elbow method is a method that looks at the percentage of variance explained to specify
the number of clusters [?]. It is the visual graphic approach that was generated from the Sum
Square Error (SSE) computation. This technique is based on the idea that the number of
clusters should be chosen so that adding another cluster does not cause significantly improved
modeling. The early clusters will provide a lot of information, but at some point, the marginal
gain will drop drastically, giving the graph an angle. At this angle, the correct k-number
of clusters is determined, thus called ”elbow criteria”. Detail about algorithm is describe in
Algorithm 2
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Algorithm 2 Elbow method
1: Initialise environment with k = 1

2: repeat
3: Increase the value of k
4: Measure the cost of quality solution
5: At some points the cost drop dramatically. After that, the cost don’t drop more when

you increase k.
6: That is the value k we need
7: until (k is found)

The idea starts with K = 2, calculating the clusters and the cost that comes with the training:
SSE. The value of SSE goes down rapidly with K increasing from 2 to 3 and 4, and after
that (for example), it goes down very slowly. It looks like maybe 4 is the right number of
clusters because that is the elbow of this curve. The rationale is that the number of clusters
is increased but the new cluster is very near some of the existing ones. Therefore the new
cluster does not cause effective improvement for the algorithm.

4.2.3 Implementation

Next, we demonstrate the use of and broad advice and persistent advice using Probabilistic
Policy Reuse (PPR). The flow of using PPR is depicted as shown in Figure 4.3. Initially,
the agent reuses the action using PPR with a certain chance if the current state has been
recommended by the trainer in the past. At the current work, we use chance value at 80%
which is also used in previous research [6]. This probability decreases by 5% for each step.
With the remaining 20%, the greedy action policy is selected.

Received 
advice from 

trainer?

Update 
persistent advice (PPR)

Get cluster by
broad advice (k-mean)

Use advice from trainer

Take action

Get cluster by
broad advice (k-mean)

Has past 
advice?

Get action from
persistent advice (PPR) Take e-greedy action

START

Yes with 
prob 80%*

No

No

Yes

Figure 4.3: Flow of using broad-persistent advising. The agent will reuse previously ob-
tained advice with 80% chance (decays over time) and perform its exploration policy for the
remaining change (20%).
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Algorithm 3 shows the process flow for selecting an action using BPA approach to assist
a learning agent. In the algorithm, ct represents the cluster which is categorised by broad
advice by using k-means with the input state st, the pair (ct, at) is memorised in policy reuse
model.

Algorithm 3 Interactive reinforcement learning with a BPA
1: Built k-means model with states from trainer
2: Initialise environment selecting st
3: for all (episodes) do
4: repeat
5: if (have feedback) then
6: Get recommend action at

7: Get cluster ct by using k-means
8: Add pair (ct, at) to ppr
9: else

10: if (rand(0, 1) < ε) then
11: Get ct by using k-means
12: if (ct is available in ppr) then
13: Get at is reuse action from ppr
14: else
15: Random action ct from environment
16: end if
17: else
18: Choose action at using π
19: end if
20: end if
21: Perform action at

22: Observe next state st+1

23: until (s is terminal)
24: Update policy π
25: end for

The work will be tested three learning agents have been designed: baseline RL, non-persistent
RL, and persistent RL. They are described as below:

• Baseline Reinforcement Learning: The model will be trained without using any inter-
active feedback or evaluation from trainer. It is used as a benchmark

• Non-persistent Reinforcement Learning: The agent is assisted by multiple type of users
with in mentioned before in Table 3.1. After taking recommendation from trainer and
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execute the action, the agent will discard the advice. When the agent come to the
similar state again in the future, it cannot recall the previous recommendation and
performs an ε-greedy action instead.

• Persistent Reinforcement Learning: This agent is supported by a trainer and PPR
system. The trainer can suggest an action in each time step for the agent to take.
If recommended, the learning agent will perform on that time step and retain the
recommendation for reusing when it visits the similar state in the future. When an
agent accesses similar state it has previously suggested, it will perform that action with
the probability determined by the PPR action selection rate.
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Chapter 5

Empirical Evaluation

5.1 Cart pole domain

In this section, we proceed to display the results three types of agents proposed above,
including: baseline RL for bench marking, non-persistent RL, persistent RL. For agents of
the type non-persistent RL and persistent RL, we conduct tests on different frequencies and
accuracy of feedback, called optimistic user, realistic user and pessimistic user. The method
for all the agents are tested with the same hyper-parameters as follows: initial value of ε
= 1, ε decay rate of 0.99, learning rate α = 0.01, and discount factor γ = 0.99 during 500
episodes. To better display, we computed the average value of the last 100 rewards instead
of the current episode reward. We inspired the idea done on this article with the same result
from cart pole environment [24].

The results obtained are shown in Figure 5.1. Optimistic, realistic, and pessimistic agents
are run five times and are represented by red, green, and blue lines respectively. The shaded
area indicates the standard deviation of the agent’s reward after multiple training. Overall,
all interactive agents outperformed the autonomous one (baseline RL in yellow), except the
pessimistic agents. Agents which receive advice from the instructor make fewer mistakes,
especially in the early stages of the learning process, and can learn the task in fewer episodes.
However, in this work, we want to compare pairs of non-persistent and persistent agents
with the same style delivered advice to verify if the BPA approach implementation is indeed
effective.

The agents assisted by optimistic achieved the maximum score of DeepIRL algorithms at very
early after a few episodes. Because the trainer always makes decisions for the agent (100%),
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(b) Realistic agents
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Figure 5.1: The comparison for persistent agents, non-persistent agents, and baseline each
kind of agent in deep reinforcement learning built with cart pole environment. The shaded
area indicates the deviation between the minimum and maximum values of the agent value
after multiple training.

and this decision is absolutely correct (100%). In this experiment, the agents did not even
have any chance to make their own decisions or use PPR, the trainer made all decisions.

On the contrary, agents supported by pessimistic users have different results, but in fact,
neither of them can solve the problem. On many runs in both non-persistent and persistent
cases, the agent failed to achieve convergence. Both cases are considered worse than the
baseline. This can be explained because the accuracy of advice for pessimistic agents is only
23.658%

On the graph of the agents being helped by realistic trainers, we can see that using BPA
produces slightly better results than the non-using counterpart. Persistent agents not only
have a better initial reward but also can achieve convergence results 100 episodes earlier
than non-persistent agents. This difference in learning rates is due to the fact that the agent
retains and reuses advice. In this experiment, the realistic agent has a 47.3% chance to
interact with the trainer and the agent will withhold or not withhold the advice from the
trainer depending on whether it is a persistent agent or non-persistent agent. However, the
persistent agent will retain and reuse the advice with an 80% probability (decreasing over
time) for any state in which it has received the advice in the past. As long as the stored
advice is accurate enough, the persistent agent will learn faster because they use the advice
more often. In this experiment, we focused on implementing persistent advice in a continuous
environment. The ratio of the number of interactions with our trainers remains the same:
for example 47.316% with the realistic agent. When receiving advice from the trainer, the
agent will always prioritise executing this recommended action. Therefore, the number of
interactions using the BPA method is equivalent to not using it. Table 5.1 shows the average
number and percentage of interactions that occurred for each agent. Both non-persistent
and persistent agents use the interaction rate according to Table 3.1. We can see that the
number of interactions of every pair of optimistic, realistic and pessimistic agents are similar
in the experiment.

Figure 5.2 shows a graph using the elbow method to specify the number of clusters as a
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Agent Interaction
Non-persistent Persistent

Optimistic Advisor 99796 (100%) 99846 (100%)
Realistic Advisor 40976 (47.15%) 41832 (47.1%)
Pessimistic Advisor 18034 (23.62%) 16685 (23.76%)

Table 5.1: The average number of interactions in experiment for each kind of agent, and the
percent compare with total steps taken

parameter of k-means, using the data of 50000 states, the same number as the experiment
of cart pole, in the actual running environment. The elbow method shows the best value for
using k at the value 3. Figure 5.2b displays the data distribution in cart position and cart
velocity attributes axes at the value k = 3.
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Figure 5.2: Total of squared distance for value k from 1-9 and distribution for 50000 states
with value k = 3 at cart position and cart velocity attributes

5.2 Webots domain

In this scenario, we focus only to examine the results for the realistic agent, because this can
be transferred to the real-world scenarios in a more rational manner. The method is tested
with the following hyper-parameters: initial value of ε = 1, ε decay rate of 0.99, learning rate
α = 0.01, and discount factor γ = 0.99 during 500 episodes. We use the average value of the
last 100 rewards instead of the current reward only.

The results obtained are shown in Figure 5.3. Non-persistent RL agent is shown by a green
dashed line while persistent RL agent is shown by the green solid line. Baseline RL is drawn
with yellow lines used for bench marking. Similar to the cart pole environment, both agents
supported by the trainer, regardless of whether or not they used PPR, obtain better results
than baseline RL. Then, the persistent agent achieves convergence results slightly earlier than
its non-persistent counterpart. The trainer’s accuracy and frequency feedback are used the
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same as in the cart pole environment, so the results are reflected for use in the domestic
robot environment as well and, not just the ideal hypothetical environment like cart pole in
AI gym.
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Figure 5.3: Result for deep reinforcement learning with autonomous agent, non-persistent
agent and persistent agent built with Webots domestic robot environment.

Table 5.2 shows the average number and percentage of interactions that occurred for each
agent. We can see that the number of interactions is similar in the experiment.

Agent Interaction
Non-persistent Persistent

Realistic Advisor 9077(47.64%) 8241(47.18%)

Table 5.2: The average number of interactions in experiment and the percent compare with
total steps taken for realistic agent in Webots environment

Figure 5.4a shows a graph using the elbow method to specify the number of clusters as a
parameter of k-means, using the data of 50000 states in the actual running environment. The
elbow method shows the best value for using k at the value 4. Figure 5.4b displays the data
distribution in two axes of distance sensor value at the value k = 3.

29



1 2 3 4 5 6 7 8 9
Values of K

1

2

3

4

5

6

Su
m

 o
f s

qu
ar

ed
 d

ist
an

ce
s/

In
er

tia

1e9 Elbow Method For Optimal k

(a) Elbow method

0 200 400 600 800 1000
First

0

200

400

600

800

1000

Se
co

nd

Data distribution

(b) Distribution

Figure 5.4: Total of squared distance for value k from 1-9 and distribution for 50000 states
with value k = 3 at two value attributes of distance sensor.
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Chapter 6

Conclusion

6.1 Summary of the Thesis

In this work, we experimented with incorporating persistent feedback into the DeepIRL
model. To do this, we have researched and presented the underlying theories as well as
recent surrounding studies on Reinforcement Learning, Deep Learning, Deep Reinforcement
Learning, Interactive Reinforcement Learning, and persistence feedback as well.

For the contribution, we proposed BPA, a broad-persistent Advising approach to implement
the use of PPR and generalised advice in continuous-state environments. We then set up an
experiment on cart poles and webots to investigate the impact that the BPA approach had
on the measured performance.

In addition, to simulate the environment of interaction feedback, we also present studies
and includes optimistic agents, realistic agent, and pessimistic agents into our experiment.
Finally, we carried out with three different agents set-ups were : (i) baseline RL, (ii) non-
persistent RL, and (iii) persistent RL.

6.2 Discussion

The research presented in this thesis aimed at addressing the following question: Is possible
to extend the persistent IRL approach to continuous representation? These results prove that
we can apply the persistent IRL approach into continuous domains by using broad advice.
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Broad advice is a generalised model to transform a variety of pairs state-action into a limited
number of pairs cluster-action. This process is based on assumption that the advice from
trainers in similar states is the same action.

The results from the experiment also answer for the question: To what extend can persistent
feedback speed up the learning process in continuous RL scenarios? Experiments show the
effectiveness of persistent feedback to speed up the learning process in continuous RL sce-
narios. Overall, results obtained show that the BPA approach with k-means as a generalise
model and PPR as a model of persistence performed slightly faster when the advice is with-
held. The more accuracy for the advice and the longer time to retain it increase learning
speed significantly. Our research shows that the first step for applying persistent approach in
a continuous state-space environment is feasible and effective. In addition, k-means used as
broad advice inherits advantages based on its characteristic: runs fast, and scales very well
over a large state space. Therefore, it is very suitable for the model to run in a real-world
environment.

In general, the use of K-means in this study is considered the simplest example for imple-
menting a generalised advice model. The k number of clusters determined by the elbows
method based on 50,000 states on the trainers’ run are quite small, only 3 for the cart pole
environment and 4 for the webots environment. Therefore, the accuracy of the generalisation
model is quite low, many different states have the same action that is remembered in the
persistent model. Therefore we only allow agents to remember advice within a few steps and
keep the number of interactions from the trainer to ensure that the advice from the trainer
to the agent is still accurate. If the agent tries to reuse incorrect advice and store it for a long
time that effectively affects the accuracy of BPA models as well as the speed and convergence
of the RL algorithm. As future work, we are planning to further investigate the number of
clusters for the k-means algorithm or a more extensive study of the generalisation model to
obtain a better model that can give the best performance in BPA approach.

Additionally, we suggest reducing the number of interactions with the trainer by reusing the
action in the persistent model more often. When the agent reaches a new state that is already
in memory, the agent reuses the recommended action immediately without interacting with
the trainer. The number of interactions between the agent and the trainer will be reduced
to reduce the pressure when used in a real environment, where the signal transmission time
between the trainer and the agent is significant. However, this should only be done when we
have a good enough generalisation model.
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6.3 Future Work

This section discusses possible future directions for the research presented in this thesis.
Overall, this thesis is the first step in applying the use of persistent advice to continuous
domains. There are still many things that need to be dug into in order for this research
approach to become more effective or transferring and test the proposed approach on a real-
world scenario with human and robot interaction.

In this experiment, user simulation trainers were used instead of the real user as a limitation
of the thesis. The user usage data above is simply accuracy and frequency. A larger and
more comprehensive simulated model or an inquiry about the performance of simulation of
human behaviors are required. In the further future, both voice recognition and knowledge
acquisition will be incorporated to be used in the model of the agent.

A future study might focus on expanding interactive Reinforcement Learning to enable many
advice-giving users. A vision of a group of users with different expertise and varying degrees
of precision providing support. The more advice the agent receives, the faster the agent will
be able to solve the problem. However, this entails a lot of future work to be resolved such
as conflicting advice, or choosing the optimal advisor.
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Appendix A

List of acronyms
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Acronyms

BPA Broad-persistent Advising. i, 3, 4, 19, 21, 24, 26, 27, 31, 32

CNN Convolutional Neural Network. 9, 10, 15, 16

DeepIRL Deep Interactive Reinforcement Learning. i, 2, 3, 12, 17, 26, 31

DeepRL Deep Reinforcement Learning. i, 1, 2, 12, 15

DL Deep Learning. 1, 2

IRL Interactive Reinforcement Learning. i, 2–4, 10, 11, 20, 31

MDP Markov Decision Processes. 7, 9, 13, 15

PPR Probabilistic Policy Reuse. iii, 3, 19–23, 25, 28, 31, 32

RL Reinforcement Learning. i, 1–3, 5–7, 9–11, 24–26, 28, 31, 32
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